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Abstract- For purchasing any product, to watch a movie  
one wants to know   what other people think about that 
product and most of them are using internet for that 
purpose.. With the growing availability and popularity of 
opinion-rich resources such as online review sites and 
personal blogs, new opportunities and challenges arise as 
people  actively use information technologies to seek out 
and understand the opinions of others. Many people share 
their experiences on-line, express their opinions, 
frustrations, or simply talk about anything. Opinion 
mining or sentiment classification aims to extract the 
features on which the reviewers express their opinions and 
determine they are positive or negative. We consider the 
problem of classifying review by overall sentiment, e.g., 
determining whether a review is positive, negative or 
neutral. Sentiment Classification is an important and hot 
current research area. With the growing technology many 
products are made available in the market and potential 
buyers need to be able to find out the reactions of the users 
towards the product before buying it. Yet there are no 
tools available that classify the sentiments of the users in 
one place. So, the main purpose of our work described 
herein is to provide an efficient way of providing positive, 
negative and neutral review from the user’s reviews about 
the product in lesser time 

Keywords: Sentiment analysis, Opinion mining, text 
extraction, text cleaning. 

I. INTRODUCTION 

Every company which develops a product ,wants to 
know the feedback from  the buyers. They provide the 
feedback form and a very few buyers return that form. 
Also it may bother the customers with surveys and on 
every aspect, the company is interested in. If a customer 
wants to buy a product he has to survey the people who 
are already using that product, or go to different firms to 
compare the features of that product manufactured by 
different companies. This method can be made obsolete 
by gathering such information automatically from the 
World Wide Web, where the large amount of available 
data creates the opportunity to do so. 

Nowadays, there is an increase in the number of people 
using the internet and also there has been a rapid growth 
of web-content, especially on-line discussion groups, 

review sites and blogs. Some can be highly personal and 
typically express opinions. 

Sentiment is nothing but determining an opinion about a 
product whether it is positive, negative or neutral. 
Sentiment classification is a special case of text 
categorization problem, where the classification is done 
on the basis of attitude expressed by the authors in 
discussion forums, blogs etc. Sentiment analysis 
requires a deep understanding of the document under 
analysis because the concern here is how the sentiment 
is being communicated.  

Automatic sentiment analysis is a topic within 
information extraction, which has recently received 
interest from the academic community. In the previous 
decade, a handful of articles have been published on this 
subject. It’s only in the last five years that we’ve seen a 
small explosion of publications. The idea of automatic 
sentiment analysis is important for marketing research, 
where companies wish to find out what the world thinks 
of their product; for monitoring newsgroups and forums, 
where fast and automatic detection of flaming is 
necessary; for analysis of customer feedback; or as 
informative augmentation for search engines. 

There are several additional advantages to this approach. 
First, the people who share their views usually have 
more pronounced opinions than average, which are 
additionally influencing others reading them, leading to 
so called word-of-mouth marketing. Extracting these 
opinions is thus extra valuable. Second, opinions are 
extracted in real-time, allowing for quicker response 
times to market changes and for detailed time-based 
statistics that make it possible to plot trends over time. 

II. MOTIVATION 

This work is motivated by an article in the paper saying 
that companies, nowadays depend on the internet to 
review their products and keeping track of the blogs, 
review sites in which people may express their opinions. 
And also  the malicious attack which was held against 
ICICI Bank.  A 22-page complaint was submitted to 
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police, alleging that rogue brokers spread malicious 
rumors about the bank’s financial status.  

Mumbai: Police in Mumbai said Tuesday they were 
investigating claims that a “bear cartel” of brokers tried 
to bring down ICICI Bank in a text message, email and 
Internet smear campaign. 

According to the complaint, one of the text messages 
read: “Kindly withdraw all your deposits and cash from 
your account in ICICI Bank as ICICI Bank already 
rushed to RBI for insolvency.”The bank likened the 
incident to a “new form of economic terrorism” 
designed to hit public confidence and compromise 
national economic interests. 

It was noticed the rumors are spreading via SMS and 
online. Getting the SMS data is tricky. There are privacy 
issues and it cannot get until the cyber crime police is 
involved. The other option is to capture size-able online 
postings and use this as proof. With the power of this 
information, the bank submits it all to the respective 
authorities. The bank responds to each of the posts. 

III. RELATED WORK 

One of the first attempts in this field was in identifying 
the genre of texts, for instance subjective genres 
(Karlgen and Cutting, 1994; Finn et al., 2002). The 
initial approaches to sentiment detection all used 
linguistic heuristics, explicit list of pre-selected words 
and other such techniques that require use of experts’ 
knowledge and may not yield the best possible results in 
all cases as pointed out in Bo Pang et ., 2002. The first 
attempt to automate the task of sentiment classification 
was seen in the work of Turney (2002). He used the 
mutual information between a document phrase and the 
words “excellent” and “poor” as a metric for 
classification. The mutual information was determined 
on the basis of several techniques are used for the 
opinion mining tasks. To extract opinions, machine 
learning method and lexical pattern extraction methods 
are used by many searchers. In 2002, Turney  introduced 
the results of review classification by considering the 
algebraic sum of the orientation of terms as respective of 
the orientation of the documents but more sophisticated 
approaches are introduced by focus on  some specific 
tasks: finding the sentiment of words by 
Hatzivassiloglou , Wibe , Riloff et al ,Whitelaw et al , 
Dave et al. subjective expression by Wilson et al  

Pang and Lee [1] are the first to apply machine learning 
techniques to text classification problem. During feature 
selection they have used the Bag-of Words approach and 
extracted nearly 16000 features. For learning they have 
used the Naive bayes, Maximum Entropy and Support 
Vector Machine Algorithm under a 3 Fold cross 
validation evaluation good observations using bigrams 
(2 word combinations), POS tagging etc. Lee [1] again 
extended their previous work in which they extracted 
only the subjective sentences by filtering the non-
subjective ones. Here they extended the data set to 2000 
equally distributed reviews and made it standard. They 

have obtained comparable performances over the 
previous one. Konig and Brill used a hybrid classifier 
which works in two steps; in the first phase they used a 
pattern based classifier and if the document is not 
classifiable at first phase, it is sent to general learning 
based classifier at second step. 

In India many companies like Value pitch Interactive, 
Pinstorm are doing sentiment analysis  and they have 
many clients across India who want to keep track of the 
sentiments about their products, 

IV. PROPOSED SYSTEM 

Only a few tools are available in the market for the 
purpose of sentiment analysis. If any user wants to buy 
any product, he has to go through many review sites, 
blogs to know about the opinions expressed by other 
people. This is time taking and so much effort has to be 
taken. Also if he has to go through only a few reviews, 
then it is not a problem, but such an exercise becomes 
impossible if there are 50,000 reviews. In such a 
situation, an automated sentiment solution can provide a 
way of measuring the sentiment which will help 
company to know about the weaknesses and strengths 
and also compare themselves with their competitors. 

And also  if a buyer wants to know how much percent of 
people are having good opinion and how many are 
having bad opinion about a product they can also use 
this tool for analysis. 

Object identification: 

In general, people can express opinions on any target 
entity like products, services, individuals, organizations, 
or events. In this project, the term object is used to 
denote the target entity that has been commented on. For 
each comment, we have to identify an object. Based on 
objects, we have to integrate and generate ratings for 
opinions.  

Object Identification: 

 The object is represented as “O” ,an opinionated or  
document contains sentiment on set of objects as {o1, o2, 

o3… or}. 

Feature extraction: 

An object can have a set of components (or parts) and a 
set of specifications or which are the features of the 
object. For example, a mobile  phone is an object. It has 
a set of components (such as battery and screen) and a 
set of attributes (such as voice quality and size), which 
are all called features (or aspects). An opinion can be 
expressed on any feature of the object and also on the 
object itself. 

                 With these concepts we can define an object 
model, which is called the feature-based sentiment 
analysis model. In the object model, an object “O” is 
represented with a finite set of features,  

F={f1, f2,…, fn} 
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 which includes the object itself as a special feature. 
Each feature  fi ЄF can be expressed with any one of a 
finite set of words or phrases  

                          Wi ={wi1,wi2, …, wim} 

In  which wi1,wi2, …, wim are the feature’s synonyms. 

The opinion holder is the person or organization that 
expresses the opinion. In the case of product reviews 
and blogs, opinion holders are usually the authors of the 
posts. An opinion on a feature f (or object o) is a 
positive or negative view or appraisal on f (or o) from an 
opinion holder. Positive and negative are called opinion 
orientations. From this opinion orientation we have to 
determine the type of opinion whether it is direct 
opinion or comparative opinion. 

 A direct opinion is a quintuple (oj, fjk, ooijkl, hi) 

Where 

         -ojis an object,  

-fjkis a feature of the object oj,  

         -ooijklis the orientation of the opinion on feature  
fjkof object oj,  

          -hiis the opinion holder, and  

The opinion orientation ooijkl can be positive, negative, 
or neutral. 

We used the review of mobile phone based on its 
features like overall phone, sound, camera, screen, 
battery from the website www.gsmarena.com. This is 
done in two ways online data analysis and offline stored 
data analysis. First based on the input (in this case it is 
phone name) we had retrieved web pages. Since the 
pages contain irrelevant data, text is cleaned .Based on 
bag of good words and bad words the sentiment is 
extracted. In this we get overall reviews, specification 
wise sentiment and overall product sentiment. 

 The steps are explained below 

 
 

 
 

1.If the application is integrated into a general-purpose 
search engine, then one would need to determine 
whether the user is in fact looking for subjective 
material. This may or may not be a difficult problem in 
and of itself: perhaps queries of this type will tend to 
contain indicator terms like “review,”“reviews,” or 
“opinions,” or perhaps the application would provide a 
“checkbox” to the user so that he or she could indicate 
directly that reviews are what is desired; but in general, 
query classification is a difficult problem — indeed, it 
was the subject of the 2005 KDD Cup challenge. We 
gathered data from internet that solely based on the 
(SOR) Subject of Reference (e.g. nokia). We used web 
mining techniques to gather all web pages where the 
SOR is mentioned.  

 
 

In the above picture SOR is Nokia phone. 

2.Besides the still-open problem of determining which 
documents are topically relevant to an opinion-oriented 
query ,an additional challenge we face in our setting is 
simultaneously or subsequently determining which 
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documents or portions of documents contain review-like 
or opinionated material. 

Text Extraction can be done in several data mining or 
text mining techniques starting from simple 'keyword 
matching' to 'DOM structure mining' to 'neural networks' 
methods. The major challenge here is that web 
documents are highly unstructured and no single method 
can give 100% clean text extraction for all documents. 
We have used pattern matching by searching for some 
characters 

3. Text Cleaning is mostly heuristic based and case 
specific. By this we mean is to identify the unwanted 
portions in the extracted contents from Step 2 with 
respect to different kinds of web documents (e.g. News 
article, Blogs, Review, Micro Blogs etc) and then write 
simple cleanup codes based on that learning, which will 
remove such unwanted portions with high accuracy. 

4.We then check for the presence of specifications. In 
our case specifications are overall sound quality ,screen 
quality, camera quality etc. 

5.Then we had searched for the words that contain 
words which lead the sentence to bad, good or neutral. 
For every specification, we checked for words which are 
present either of the two sets of good and bad words. We 
classified words into two classes (positive or negative) 
and counted on overall positive/negative score for the 
text. If the documents contain more positive than 
negative terms, it is assumed as positive otherwise it is 
negative. These classifications are based on sentence 
level classification. 

6.The results are shown in pie chart and detailed 
reviews. The results are shown for individual 
specifications as well as for overall sentiment for the 
product. 

 
 
 

 
 

V. .PERFORMANCE MEASURE 

To evaluate sentiment classification system, we use the 
precision and recall measures in the following ways. 

Precision = number of correct positive 
predictions/number of positive predictions 

Recall = number of correct positive predictions/ number 
of positive examples 

Specifications considered: Network, Battery etc 

No of  Total posts (Offline):100 

No of relevant posts considered:31 

No of positive posts:20 

No of negative posts:8 

No of neutral posts:3 

No of actual positive posts:23 

No of actual negative posts:10 

In the context of classification tasks, the terms true 
positives, true negatives, false positives and false 
negatives are used to compare the given classification of 
an item with the desired correct classification This is 
illustrated by the table below: 

 
correct result / 
classification 

  E1   E2  

Obtained 
result / 

classification 

Tp 
(true positive) 

fp 
(false 

positive) 

Fn 
(false negative) 

tn 
(true 

negative) 

Sensitivity=tp/(tp+fn)=23/(23+2)=92 

Specificity=tn/(tn+fp)=8/(8+3)=72 

Precision and recall are then calculated  as: 
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Precision=tp/(tp+fp)=23/(23+3)=88.4 

Recall=tp/(tp+fn)=23/(23+2)=92 

VI. .LIMITATIONS 

In the Indian web space, consumer comments are 
growing in blogs, forums, review sites and twitter. 
Indian consumers tend to express their emotions in local 
languages like Hindi etc. They use a Hindi word in 
English font - 'ICICI Chor hain' for instance. A search in 
Google for the same phrase will throw up more than 
6000 links. The other common languages used are 
Telugu, Tamil, Bengali and Kannada.   

Sentiment analysis will be inadequate if these 
expressions are not captured and analyzed. The problem 
is these words are not part of any standard dictionary 
and hence identifying the existence itself poses a 
challenge. Another area is the creative freedom with 
which people can express these sentiments in different 
spellings. Together as the web usage grows (internet 
penetration in India is less than 4% currently and 
growing at a rate of 25% +), the problem gets bigger. 

VII. CONCLUSION AND FUTURE WORK 

We have done the work and created and tested. By using 
this approach we can view the strength or weakness of 
the products or objects more detail and we hope will be 
useful for further development and improvement of the 
products or objects. Further development of this 
approach is still ongoing since our work deals with only 
mobiles and we have classified sentiment based on set of 
words that pertain good or bad .We Also the system is 
not 100%accurate as no system (especially sentiment 
system) is. 
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