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Abstract. Image rectification is the transformation process 

to project both the images onto the same image plane. It 

simplifies the problem of matching correspondence points 

in the two images. For image rectification fundamental 

matrix is to be found out. There are mainly two methods to 

calculate fundamental matrix, in one method surf features 

and RANSAC is used to get fundamental matrix and in 

other case corresponding points found manually are used 

to find out fundamental matrix.Comparison of these 

methods is discussed in this paper. Along with this the 

main processing steps for calculating depth map using 

stereo vision is also discussed. 

Keywords: Image rectification, Epipolar geometry, 

fundamental matrix, RANSAC. 

I. INTRODUCTION 

Stereo vision is a technique by which 3d information is 

obtained from a pair of images. In stereo vision different 

views of the same scene is obtained by stereo cameras. 

By comparing these two images, the relative depth 

information can be obtained, in the form of disparity 

maps, which are inversely proportional to the difference 

in distance between the objects. 

Disparity map refers to the apparent pixel difference or 

motion between a pair of stereo images. To experience 

this, try closing one of your eyes rapidly while opening 

the other. Objects that are close to you will appear to 

jump a significant distance while objects further away 

will move very little, this apparent motion is the 

disparity. In case of a human visual system this disparity 

is due to two eyes which are translated with respect to 

each other.In case of obtaining stereo images using two 

different cameras it might be difficult to maintain 

perfect translation between two cameras due to issues 

with installation of cameras. So stereo images taken may 

be accompanied by some unintended rotation,and hence 

we need to do some preprocessing before calculating 

disparity map. The main step is the image rectification 

.Image rectification is the method by which images are 

projected back to a common plane to allow comparison 

of the image pairs. For image rectification, calculation 

of fundamental matrix is necessary. There are two 

methods to calculate fundamental matrix, in one method 

surf features and RANSAC is used to get fundamental 

matrix and in other case corresponding points found 

manually are used to find out fundamental matrix. 

Stereo vision is highly important in fields such 

as roboticsto extract information about the relative 

position of 3D objects in the vicinity of autonomous 

systems, for example one chair in front of another, 

which the robot may otherwise not be able to distinguish 

as a separate object by any other criteria.[1][2]. In Video 

surveillance systems stereo vision might be very useful 

in increasing the robustness of various automated video 

analytics algorithms such as trip zone, object detection, 

motion detection, counting and etc. In these systems 

depth information can be utilized to reduce error and 

noise by filtering out depths which are irrelevant.  

The organization of this paper is as follows. Section II 

discusses the depth estimationfrom stereo vision.  In 

section III overview of the fundamental matrix 

calculation is discussed. In section IV experimental 

results is discussed and final section V is conclusion. 

II. DEPTH ESTIMATION FROM STEREO 

VISION 

Depth from stereo is based on the triangulation 

principle. Stereo cameras are used to obtain stereo 

imagessuch that their views overlap each other. The set 

up is as shown below. 

 

Figure 1 stereo images 
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When we have right and left images taken from two 

cameras we need to find the point correspondence 

between the images. This can be done by using astereo 

matching algorithm. But the question arises; do we have 

to search in the entire image for point correspondence? 

The answer is no. Epipolar geometry [7] reduces the 

search to one dimension, i.e. for each pixel in the left 

image we can now search for the pixel on a single line in 

the right image; this line in the right image is known as 

the epipolar line. But since a single pixel value is not 

discriminative enough to reliably find the 

correspondence, one usually tries to find a match for a 

small window around each pixel against all possible 

windows in the right image along a line.In addition we 

can restrict the search to a region of interest instead of 

searching along the complete line. If good 

correspondence match is found then we can associate 

the left image pixel with corresponding right image 

pixel. The association is stored as the disparity map in 

the form of offset between the pixel postion.The stereo 

matching algorithms like SAD; SSD can be used to find 

the point correspondence. [2] 

 
(a)                     (b) 

 
(c) 

Figure 2 a) left image b) Right image c) Disparity map. 

[Courtesy: www.middleburry.edu] 

A. Image rectification 

In cases when the relative displacement between 

cameras is pure translation (say horizontal) epipolar line 

for an object in the left image is along the same row in 

the right image. But if the relative motion includes 

rotation also then computation of epipolar line becomes 

very difficult. Disparity map computation may produce 

wrong results in such scenarios. The proof of this is 

shown in the results. To overcome this difficulty we 

employ a method called image rectification. 

Image rectification is a method in which both the images 

are projected onto a common plane. So the scan line will 

be along the same row. For the image rectification we 

need to find the fundamental matrix. [7] 

The fundamental matrix is a 3x3 matrix which relates 

the corresponding points in the stereo images .It contains 

the intrinsic and extrinsic parameters. The intrinsic 

parameters include the focal length, image centre, 

parameters of lenses distortion, etc.The extrinsic 

parameters are the relative rotation and translation 

between the cameras. 

 If   the cameras themselves are calibrated for internal 

parameters, an essential matrixprovides the relationship 

between the cameras. The more general case (without 

camera calibration) is represented by the fundamental 

matrix. The essential matrix can be seen as a precursor 

to the fundamental matrix. 

 

Figure 2.Search space before (a) and after (b) 

rectification 

From the above figure it is seen that after image 

rectification the correspondence search is reduced to one 

dimension. 

B. Epipolar geometry and fundamental matrix 

The epipolar geometry is the projective geometry which 

gives the relation between two images taken by the 

camera.It is independent of scene structure and only 

depends on internal parameters and relative pose. 

The fundamnetal matrix F contains the intrinsic 

geometry,it is a 3x3 matrix of rank 2.If a point in 3-D 

space is imaged as 𝓍 in the first view andx
’
 in the 

second,then the image points satisfies relation x′T F𝓍=0. 

 

Figure 3.epipolar geometry 

Given a point 𝓍 in one image we have corresponding 

epipolar line I′  in the other image.Any point x′  

corresponding to 𝓍 must lie on the epipolar line  I′  
.Epipolar line is the projection in the second image of 
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the ray from the point throught the camera centre C of 

the first camera .There is a map  

𝓍I′  

from a point in one image to its corresponding epipolar 

line in the other image[3][4][5][6] 

III.OVERVIEW OF FUNDAMENTAL 

MATRIX CALCULATION 

The fundamental matrix is defined by the 

equation, x′T Fx = 0,for any pair of corresponding 

pointsxandx′in the 2 images.Each pair of 

correspondence gives 1 constraint. To recover 

fundamental matrix up to a scale we need at least 8 

constraints i.e. 8 pairs of correspondences. The equation 

for a pair of points (x1, y1, 1) and (x2, y2, 1) is: 

x1x2f11 + x2y 1f12 + x2 f13 + y2x1 f21 + y2y1 f22 + y2f23 + 

x1f31 + y 1f32 + f33 = 0 

We haveAF=0for n point matches, where A is formed 

by stacking the data vectors. The solution is the eigen 

vector corresponding to the smallest eigen values of 

A
T
A.We call it “8 point algorithm’’ because we use 8 

points to get the fundamental matrix. 

Fundamental matrix can be calculated either by 

providing manually the corresponding points or by using 

Surf features to get the corresponding points .The 

method are discussed in the subsection. 

A. Manually matching 8 points. 

In this case fundamental matrix calculation is carried out 

by acquiring and processing stereo pairs of images. The 

corresponding points must be matched manually in this 

case. A point is marked in left image and the 

corresponding point is marked in the right image or vice 

versa. Minimum of 8 points are required to apply the 8 

point algorithm.Manually matching the eight points 

might result in greater accuracy, but since it is offline it 

does not deal with unexpected change in extrinsic 

parameters due to rotation or translation of cameras.  

B. Using surf features 

In this case the corresponding points are calculated 

using the surf features and the fundamental matrix is 

found out using 8 point algorithm.SURF (Speeded up 

Robust Features) [8] is a robust local feature 

detector.There are three main steps  

1. Feature detection 

First, ‘interest points’ are selected at distinctive 

locations in the image, such as corners, blobs etc. The 

most valuable property of an interest point detector is its 

repeatability, i.e. whether it reliably finds the same 

interest points under different viewing conditions. 

2. Feature extraction 

The neighbourhood of every interest point is represented 

by a feature vector. This descriptor has to be distinctive 

and, at the same time, robust to noise, detection errors, 

and geometric and photometric deformations 

3. Feature matching 

In the final step, the descriptor vectors are matched 

between different images. The matching is often based 

on a distance between the vectors. The dimension of the 

descriptor has a direct impact on the time it takes for 

computation, and a lower number of dimensions are 

therefore desirable. Mainly the sum of absolute 

difference algorithm is used. After getting the 

correspondence points RANSAC [1] is used to estimate 

the fundamental matrix. 

IV. EXPERIMENTAL RESULTS 

At first Stereo image of a scene is taken. After that depth 

map is calculated before and after rectifying the images. 

The results are as shown. 

 
(a) (b) 

 
(c)                                       (d) 

Figure4 a) Right image b) left image c) Disparity map 

before rectification d) Disparity map after rectification 

As you can see from the above figure that disparity map 

obtained after rectification provides better results 

compared to that without rectification. 

A. Fundamental matrix calculation  

1. Manually matching points 

In this case 8 points are matched manually as shown in 

below figure. 

 
(a)                                      (b) 

Figure 5 corresponding points matched in (a) and (b) 
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 Point are marked in figure (a) corresponding to that a 

points are then marked in figure (b).these 8 points are 

used to calculate the fundamental matrix. 

2. Using surf features 

In this method the surf feature matching method is used 

to match points. At first feature is detected and then 

feature vector is extracted and finally the features are 

matched. Surf features detected are shown  in figure  

6(green mark). 

 

 

 
(a)                                    (b) 

Figure 6 (a) and (b) shows points detected by surf 

feature in left and right images 

In this case many corresponding points are found 

out.RANSAC is used to find the fundamental matrix 

from these corresponding points. 

B.Image rectification using Surf features and RANSAC 

In this method the corresponding point are found out 

using the surf features [8].RANSAC is used to find the 

fundamental matrix. The result is as shown below. After 

finding the fundamental matrix rectification is carried 

out. 

 

 
(a)                                             (b) 

 
(c)                                             (d) 

Figure5 a)Right image b)Left image c)Right rectified 

image d)Left rectified image 

C.Image rectification by manually matching points 

Corresponding points are manually matched in this case. 

Minimum of 8 points are required as mention in the 

above section. The fundamental matrix calculated is 

then used to rectify the images. The result is as shown 

below. 

      
(a)                                       (b) 

 

(c)                       (d) 

Figure6 a)Right image b)Left image c)Right rectified 

image d)Left rectified image 

D. Comparison of results. 

Advantage of method used to find the fundamental 

matrix depends on the application in which it is used. To 

find the image rectification for stereo vision surf 

features is advantageous because of the following 

reasons. It detects the corresponding points 

automatically .There is no manual intervention. Time 

taken for overall process is less in case of corresponding 

points. 

V. CONCLUSION 

Image rectification simplifies the problem of matching   

corresponding points. It produces better results as it is 

proved experimentally. For image rectification 

fundamental matrix is calculated. Fundamental matrix 

can be calculated by two methods, in one method 

corresponding points are matched using manually, in 

other method corresponding points are matched using 

surf features.Manually giving the eight points might 

result in greater accuracy, but since it is offline it does 

not deal with unexpected change in extrinsic parameters 

due to rotation or translation of cameras. With surf 

features the corresponding points are matched 

automatically providing better results. 
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