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Abstract: This paper is based on finding the difference in 
pattern of normal speech and the stressed speech. This is 
accomplished by using the time domain analysis and fre-
quency domain analysis. In the time domain analysis, this 
paper used the normal energy function, autocorrelation 
function and the zero crossing rate parameter to study the 
difference in patterns for normal speech and stressed 
speech. Likewise in the frequency domain, this paper used 
the Fast Fourier Transform (FFT), spectrogram and power 
spectral density analysis (PSD). 
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I. INTRODUCTION 

This paper is based on finding the difference in pattern 
of normal speech and the stressed speech. In time do-
main analysis, this paper used the normal energy func-
tion, autocorrelation function and the zero crossing rate 
parameter to study the difference in patterns for normal 
speech and stressed speech. Likewise in frequency do-
main, this paper used the Fast Fourier Transform (FFT) 
and spectrogram.  

A neutral speech can be differentiated from a stressed 
speech considering different parameters such as ampli-
tude, fundamental frequency, pitch, intensity, spectral 
energy. Before considering the analysis & synthesis of 
the system, we define the stress elements of the speech. 

II. STRESSED SPEECH 

Stress can be defined as any condition that causes a 
speaker to vary speech production from neutral condi-
tions. If a speaker is in a ‘quiet room’ with no task obli-
gations, then the speech produced is considered neutral.   
With this definition, two stress effect areas emerge: per-
ceptual and physiological. 

Perceptually induced stress results when a speaker per-
ceives his environment to be different from ‘normal’ 
such that his intention to produce speech varies from 
neutral conditions. Thus, “stressed speech” can be de-
fined as any deviation in speech with respect to the neu-
tral style [1]. This deviation can be in the form of speak-
ing style, selection and usage of words, duration of sen-
tence, etc [2]. 

1.1 Speech Database 

A wide range of speech databases are available which 
aims for the development of speech synthe-
sis/recognition and for linguistic research[3]. A database 

of 10 males and 10 females was created and these sub-
jects were evaluated under Exam Stress. Their speech 
was recorded just before the examination and an hour 
after the examination. As we know that the pattern of 
speech changes with the content of utterance of speech, 
so to make the analysis precise, the phrase, “The 
weather is too hot today” was taken into account.  

2.2 Window Function 

A window function is a mathematical tool that limits the 
input signal. That is, it allows only a defined interval of 
input signal, while restricting the outer interval of the 
signal. Thus, we can say that a window function is 
somewhat a time domain filter which allows only a de-
fined interval of signal to pass while attenuating the sig-
nal falling outside the defined interval. 

There are many types of window functions, like rectan-
gular, hamming, hanning , blackmann etc[2]. 

A rectangular window is defined as: 

w(n)   =   1 ;   0  <  n  ≤  (N-1)     (1)     

     0 ;  otherwise 

where, 

N is the total number of samples of the signal.   

Hamming window is defined as: 

w(n)  =   0.54 + 0.46 cos (  ) (2) 

where, 

 N is the total number of samples of the input signals. 

III. ANALYSIS OF SIGNAL IN TIME DO-
MAIN 

 The analysis of mathematical functions, physical sig-
nals or time series of environmental data, with respect to 
time is done by the analysis of   signal in time domain . 
In the time domain, the signal or function's value is 
known for all real numbers, for the case of continuous 
time, or at various separate instants in the case of dis-
crete time . Time domain investigation of signals and 
systems is one of the most essential tool of electrical 
engineering. When a physical phenomenon is investi-
gated, its time domain behaviour is one of the most im-
portant property which should be observed. In info 
communication often the shape of the received signal 
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carries the information (e.g., its amplitude, phase, rate of 
change…). Even if a signal is stored or transmitted in 
digital form, most essential building blocks of digital 
signals (bits) are represented by analogue signals in the 
physical layer. In order to establish a high quality digital 
communication, the analogue signals must be well-
conditioned: high signal-to-noise ratio should be 
achieved, the state transitions should be sharp enough, 
oscillation and reflections should be avoided. Simple 
first- and second-order systems and transmission lines 
that will be investigated in the measurement are basic 
building blocks of several complex systems, so it is cru-
cial to be familiar with the time-domain behaviour and 
measurement technique of these systems. Time domain 
analysis of speech signal refers to the analysis of 
mathematical functions and parameters associated with 
it with respect to time. Thus a time domain graph will 
represent how the signal changes over a span of time. 
The time domain mathematical functions and parameters 
used in this paper are energy, autocorrelation and zero 
crossing rate. 

3.1.1Energy 

In physics, energy is defined as the ability to do 
work[5]. Hence, as variation in speech occurs, the en-
ergy content associated with it also changes [11].  The 
more is stress is put on a certain word, more is the en-
ergy associated with it. 

The energy of a signal is calculated as: 

E   =∑ x(n)∞    (3) 

where,  

x(n) is the input signal, and E is the energy. Energy in 
this context is not, strictly speaking, the same as the 
conventional notion of energy in physics and the other 
sciences. When the signal is associated with some 
physical energy, it means that it gives the energy content 
in the signal. 

3.1.2 Autocorrelation 

In simple words, autocorrelation can be defined as the 
degree of similarity of a signal with its delayed one. 
Hence, it can be used to find the repeating patterns of a 
signal [6]. As noise is random in nature, it is highly non 
periodic and thus highly uncorrelated. Therefore we can 
say that noise has no attributes while calculating the 
autocorrelation and we are able to extract out the mean-
ingful parameters from the signal.  

The autocorrelation function is given by: 

R =  ∫ f(u)f(̅u − τ)
∞

 (4) 

where,  

f(u)is the input function, 

f(̅u − τ) is the delayed complex conjugate of f(u). 

In discrete system, the autocorrelation function is given 
as: 

R (l) = ∑ y(n)y(n − l)  (5) 

IV. FREQUENCY DOMAIN ANALYSIS 

Frequency domain analysis of speech signal is the 
analysis of mathematical functions and parameters asso-
ciated with it with respect to time. In other words, a fre-
quency domain graph will represent how the signal var-
ies over a span of frequency band. This paper utilises 
tools like the Fast Fourier Transform and Spectrogram 
for the analysis of speech in frequency domain. The 
analysis of mathematical functions with respect to fre-
quency is known as frequency domain representation. A 
frequency-domain representation can also include in-
formation on the phase shift that must be applied to each 
sinusoid in order to be able to recombine the frequency 
components to recover the original time signal. The fre-
quency components of the spectrum is the frequency 
domain representation of the signal.The conversion from 
the frequency domain function to a time domain is 
known as Inverse of the Fourier Transform. A spectrum 
analyzer is the tool commonly used to visualize real-
world signals in the frequency domain. 

4.1 Fast Fourier Transform 

Fast Fourier Transform (FFT) is an algorithm used to 
compute the Discrete Fourier Transform (DFT) of a sig-
nal. DFT is a tool which converts a time domain signal 
into its respective frequency domain representation. 
Thus, for analysing the spectral parts of the speech sig-
nal under various stress conditions, this method was 
used[11]. 

The DFT is defined as: 

Xk   =   ∑ x e    (7)  

where,  

x(n) is the input signal, 

k  =  0,1,  … N-1., 

N is the total number of samples 

The fast Fourier transform (FFT) is an efficient algo-
rithm for computing the DFT of a sequence. Typically 
the essence of all FFT algorithms is the periodicity and 
symmetry of the exponential term and the possibility of 
breaking down a transform into a sum of smaller trans-
forms for subsets of data. Since n and k are both inte-
gers, the exponential term is periodic with period N. 
This is commonly known as twiddle factor and is repre-
sented by, 

W = e /      …………….(8)  

4.2 Spectrogram 

A visual representation of different frequency bands 
present in a signal in the given time intervals or some 
other variables is known as Spectrogram. In this paper, 
we have considered the time as the independent variable. 
Spectrograms were created using the corresponding 
computed FFT of the given signal. Here, in every time 
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interval, the spectral components present in that time 
interval were created and were represented in horizontal 
line while the vertical line separating these bands are of 
time intervals. Different shades in the spectrogram rep-
resent different energy densities for the corresponding 
frequencies in that time interval. The lighter shades rep-
resent lower energy density while the darker ones repre-
sent higher energy densities. The frequency and ampli-
tude axes can be either linear or logarithmic, depending 
on what the graph is being used for. Audio would usu-
ally be represented with a logarithmic amplitude axis 
(probably in decibels, or dB), and frequency would be 
linear to emphasize harmonic relationships, or logarith-
mic to emphasize musical, tonal relationships. 

lim →∞ ∫ |X(f)| df  (8) 

where,    

X(f)  is the frequency representation of the input signal 

V. TIME DOMAIN ANALYSIS 

 
Fig. 5.(a) Normal Speech Signal 

 
Fig. 5.(b)Stressed Speech Signal 

 
Fig. 5.(c) Windowed Normal Signal 

 
Fig.5.(d)Windowed Stressed Signal 

 
Fig. 5.(e) Energy of Stressed Speech 

 
Fig. 5.(f) Energy of Normal Speech 

 
Fig. 5.(g)Autocorrelation of Normal Speech 

 
Fig.5.(h)Autocorrelationof StressedSpeech 
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VI. FREQUENCY DOMAIN ANALYSIS 

 

Fig. 6.(a) FFT of Normal Speech 

 

Fig. 6.(b) FFT of Stressed Speech 

 

Fig. 6. (c) Spectrogram of Normal Speech 

 

Fig. 6.(d) Spectrogram of Stressed Speech 

VII. CONCLUSIONS 

In this study, we have tried to distinguish between the 
normal speech and the stressed speech using the parame-

ters of time domain as well as frequency domain. In time 
domain, we have used parameters like energy, teager 
energy, autocorrelation and zero crossing rate. In addi-
tion to it, we have used fast fourier transform and spec-
trogram in the frequency domain.  The autocorrelation 
of the normal speech was more appreciable than the 
stressed speech which states that the normal speech was 
more predictable than the stressed one. In the frequency 
domain analysis, we analysed the FFT and spectrogram 
of the speech signal. The amplitude as well as the fre-
quency content of stressed speech was much greater 
than the normal speech. 
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